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PREFACE

It is not surprising that we are probably more inclined to accept a robot in our daily lives and 

even our home, if we have the feeling that it is a perfect match. A robot that behaves in a 

way that we find pleasant and appropriate, that considers our individual characteristics and 

preferences. The concept of personalization has been introduced, in order to create such 

personal, tailored human-robot interactions (HRI). Personalizing HRI means that robot takes 

into account individual user characteristics and can adjust its behavior to the situation and  

the human interaction partner. 

We believe that personalized HRI can help us to create more acceptable social robots in the 

future. Previous research indicates that personalization can have positive effects on the user 

experience during HRI as well as the user’s attitudes towards and perceptions of the robot. 

Still, there are many open questions regarding the tools, methods and processes we can use 

to assess relevant user characteristics and translate them into personalized robot behaviors 

and interactions.

By organizing the »Workshop on Behavioral Patterns and Interaction Modelling for Personali-

zed Human-Robot Interaction«1 at HRI 2020, we wanted to bring together researchers from 

different disciplines such as psychology, interaction design, ethics, software and hardware 

engineering to discuss the value of and exchange ideas about the concept of personalization 

for HRI. We received 12 position papers covering diverse perspectives of personalized HRI. 

After the review process, six submissions have been accepted for presentation and discussion 

at the workshop.

Unfortunately, the main conference and all workshops had to be canceled due to the world- 

wide spread of COVID-19. While it is certainly impossible to capture the interactive nature  

of the planned workshop, we hope the publication of the position papers compiled in these 

proceedings will help to yield discussions and new ideas to support the advancement of 

personalized HRI.

Kathrin Pollmann and Daniel Ziegler

Workshop Organizers

H O W  C A N  W E  D E S I G N  S O C I A L  R O B O T S  T H AT  R E A L LY  M AT C H  

O U R  N E E D S  A N D  E X P E C T AT I O N S ? 

1 Kathrin Pollmann and Daniel Ziegler. 2020. PersonalHRI 2020: Workshop on Behavioral Patterns and Interaction  
 Modelling for Personalized HRI. In Companion of the 2020 ACM / IEEE International Conference on Human-Robot  
 Interaction (HRI ’20). Association for Computing Machinery, New York, NY, USA, 654–655.  
 DOI: https://doi.org/10.1145/3371382.3374846
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ABSTRACT
Previous research has indicated that robots that show social be-
havior when interacting with humans are better accepted. In this
paper we argue that the robot behavior does not only need to be
social, but also tailored to individual user characteristics, in or-
der to be experienced as positive by the user in long-term use. To
realize such personalized human-robot interactions, we need to
identify differences among users, represent them in a user model
and develop a number a design variants for the robot behavior.
We propose to augment the conventional human-centered design
process to focus on obtaining the relevant user information and
creating matching design variants. We describe the different phases
of the HCD4Personalization and illustrate them with examples
from the NIKA project which is aimed at developing acceptable and
positive interaction strategies for social robots that support older
adults in their homes.

KEYWORDS
social robots, personalization, human-centered design, methodol-
ogy

1 SOCIAL HUMAN-ROBOT INTERACTION
In the past decades we observed a shift from applying robots in
industrial context to putting them in everyday life situations where
they are expected to provide assistance and service for people. It
has been shown that in such scenarios, it is important that the
robot shows some social interaction skills to ensure a natural and
successful interaction. Thus, the term of social robots has been
introduced, describing robots that can interact and communicate
with humans by following the behavioral norms expected by the
people with whom the robot is intended to interact [1].

In the past years, much research has been conducted to improve
the technical features and interactivity of robots to make them
appear more social. However, their application in real-world sce-
narios is still limited, and insufficient answers have been provided
for how to ensure the acceptance and long-term use of social robots,
especially in private spaces such as our homes.

In this paper we argue that, while social robot behavior is widely
regarded as a fundamental prerequisite for successful human-robot
interaction (HRI), it is not sufficient to guarantee acceptance and
long-term use of a robot. Existing approaches often neglect how
the user experiences the interaction with the robot and that this
experience is very subjective and personal, depending on individual

Workshop on Behavioral Patterns and Interaction Modelling for Personalized Human-
Robot Interaction 2020, March 23–26, 2020, Cambridge, United Kingdom
This paper is published under the Creative Commons Attribution 4.0 International
(CC BY 4.0) license. To view a copy of this license, visit https://creativecommons.org/
licenses/by/4.0. Authors reserve their rights to disseminate the work on their personal
and corporate Web sites with the appropriate attribution.

characteristics, needs and abilities.When designing social robots for
long-term private use it is hence crucial to consider the question of
how we can provide a personalized positive interaction experience
for the individual user.

2 WHAT IS PERSONALIZATION ANDWHY
DOES IT MATTER?

Personalization has been discussed in the field of human-technology
interaction as a design approach to create technical products that
can be tailored or tailor themselves to individual user characteris-
tics [3]. In the context of HRI this means that the robot takes into
account individual user characteristics as well as the situational
context and automatically adapts its behavior to them. Different
studies have shown positive effects of personalized robot behav-
ior on the user experience (UX), perceptions [2] and long-term
acceptance of the robot [7].

To realize personal HRI, it is first necessary to create a user
model that contains all user characteristics and attributes relevant
to the process of personalization [6]. Later, individual user profiles
can be generated for single users based on this model. The user
model should best be created based on user data gather during an
extensive user research.

In addition, it is not sufficient to design only one designated
interactive behavior for the robot. On the contrary, it is required
to have different combinable variants of the behavior, one for each
different type of user profile. Based on the individual user type
the matching behavior can then be selected and displayed by the
robot. Although these steps are based on the general idea of the
human-centered design process (HCD) [5], they cannot be fully
addressed by existing user research and design methods.

3 HCD4PERSONALIZATION: A
METHODOLOGICAL FRAMEWORK FOR
PERSONALIZED INTERACTION DESIGN

Planning the HCD in particular includes the selection of suitable
methods for the activities in the subsequent phases according to the
requirements of the specific project. Especially, the selected meth-
ods have to be aligned to the project’s schedule and the availability
of human and technical resources, not to forget the availability of
the potential target user groups. The conventional HCD and its
methods are centered around identifying similarities between users
and building design solutions that address those as much as possi-
ble. The concept of personalization, on the other hand, builds upon
the differences between users and the ideas to provide different
design solutions for different user types. Therefore, when planning
the HCD to design personalized HRI there are additional questions
that need to be taken into account:

Social Human-Robot Interaction is Personalized Interaction
A b s t r a c t

1  S o c i a l  h u m a n - r o b o t  i n t e r a c t i o n

2  W h a t  i s  p e r s o n a l i z a t i o n  a n d  w h y  d o e s  i t  m a t t e r ?

3  H C D 4 P e r s o n a l i z a t i o n :  A  m e t h o d o g i c a l  f r a m e w o r k  f o r  p e r s o n a l i z e d  i n t e r a c t i o n  d e s i g n
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• Which methods are required in order to identify and imple-
ment relevant potentials for personalization that match the
users’ needs and requirements?

• How to select the right samples out of the target user groups
for user involvement activities in order to be able to identify
relevant differences and meaningful user characteristics?

We developed a methodological framework that augments the
well-know HCD with new research questions and methods to bring
user differences in the focus of design and to develop personal-
ized social robot interaction experiences. The framework is called
HCD4Personalization and contains the following four steps that
are integrated into the four iterative phases of the HCD: analysis,
interpretation, design and evaluation.

The following sections describe the methods and research ques-
tions applied in each step, in order to focus on personalization.
The description is illustrated by findings from the NIKA project.
The project is aimed at developing interaction strategies for social
robots that promote the independent living of older adults in their
home. In the project, we applied the HCD4Personalization process
to identify different user types and develop the matching behavioral
variants. For demonstration purposes, in this paper, we focus in
one particular use case of the project: brain training. To maintain
the users’ mental health and keep them active, the NIKA robot
can initiate a quiz game. To make playing the game a personalized
experience for the user, it is necessarily to create user model with
the relevant characteristics and needs as well as design variants of
the robot’s behavior during the game.

3.1 Identify relevant user characteristics
The goal of the analysis phase in HCD is to understand the con-
text of use in which the social HRI will take place. This context
investigation includes specific behaviors, views and attitudes of the
potential users. The methods applied in this phase usually focus on
the identification of similar characteristics across the target group
to be able to derive user requirements that apply to the whole user
group.

However, to allow for a personalized design of social HRI, the
analysis needs to put special emphasis on users’ individual needs
and requirements. In particular, the activities in this phase should
be based on the following questions:

• How do users differ?
• Which differing characteristics are relevant for the personal-
ization of HRI?

• How can relevant user characteristics be collected and stored
in a user model?

In the NIKA project, the target group are older adults that live
in their own homes and are still quite active and not cognitively
or motorically impaired. To analyze the context, we conducted
contextual inquiries (observations combined with interviews) in
the homes of eight older adults and gathered insights about their
daily routines, characteristics and psychological needs. In this phase,
the adaptation of the HCD lies not so much in the applied methods,
but rather in the type of information recorded and questions asked
during the interview, as well as in the processing of the gathered
data.

Apart from traditional user research results like personas, a key
result for personalization is a candidate user model. It defines which
characteristics should be known about each individual user and
how these characteristics will be stored by the system (see [6]). The
definition of a candidate user model allows to refer to a well-defined
set of characteristics when specifying the personalization logic in
further steps of the design process. The NIKA candidate user model
contains attributes that represent personality traits according to the
Big Five model [8] (such as extroversion, agreeableness and neuroti-
cism) as well as a subset of user needs taken from the UXellence®
framework [4] (such as competence, stimulation and competition).

3.2 Derive personalization hypotheses
To specify user requirements in the second HCD phase, the find-
ings from the context of use analysis need to be interpreted and
further processed, in order to derive ideas for personalizing the
robot behavior. In the context of personalization this interpretation
again needs to be focused on the variability of user characteristics
and the corresponding variability of the design space:

• Which specific properties comprise the HRI design space?
• Which combinations of user characteristics necessitate HRI
solutions with different properties?

In the NIKA project, we used the concept of personalization
hypotheses to structure the interpretation process and document
its results. Each personalization hypothesis describes the possible
variation of a specific design dimension as well as its relation to
specific user characteristics. To reduce initial complexity, we fo-
cused on extremes of the design space in a first step. To provide an
example, the design dimension of user motivation was derived from
the analysis in phase 1. This means that the user’s performance and
willingness to do the brain training can be increased by creating
specific robot behavior to motivate the user during the quiz game.
This might be realized in different ways. Opening up the design
space for this user motivation dimension we came up with the fol-
lowing two extreme ideas for design variants: In one extreme the
robot might behave supportive and extensively praise the user for
her performance and effort. In the other extreme the robot might
challenge the user e.g. by questioning if she knows the correct an-
swer to the next question. Based on our prior user research findings
we would expect users with a low level of neuroticism or a negative
basic mood to prefer the supportive behavior, while users with a
strong need for competition most likely experience the challenging
behavior as more positive.

3.3 Create HRI design variants
In the design phase, the concepts outlined in the personalization
hypotheses are transformed into concrete design solutions, with
the following questions in mind:

• What different variants of HRI need to be designed?
• How can the concepts for the variants be represented by
prototypes that can be experienced and evaluated by users?

In general, a personalized system needs to be designed in a mod-
ular way that allows to keep parts of the interaction the same for
all users and change some parts depending on the individual user
profile. For example, in the quiz game all users basically get the

3 . 1  I d e n t i f y  r e l e v a n t  u s e r  c h a r a c t e r i s t i c s

3 . 2  D e r i v e  p e r s o n a l i z a t i o n  h y p o t h e s e s

3 . 3  C r e a t e  H R I  d e s i g n  v a r i a n t s
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Figure 1: Prototypes for two different motivation styles the robot can show during the quiz game.

same course of the game, while aspects like the motivational behav-
ior of the robot might vary between individual users. Thus, in the
NIKA project, we created different variants for the robot behavior,
building upon the design space defined through the personalization
hypotheses. As the effort to implement behavior on a actual robot
is often high, in this early stage of the project we worked with low
fidelity prototypes of the behavioral variants. Concretely, we cre-
ated a textual description for each variant which was accompanied
by a rather abstract illustration. Figure 1 depicts an example of the
prototypes for the different motivation styles mentioned before.

3.4 Evaluate personalized HRI
In the evaluation phase, the prototypes developed in the design
phase are evaluated together with users. When evaluating different
design variants for personalized HRI the following questions need
to be addressed:

• Are the designed variants for the robot behavior the right
ones?

• Have the design variants been assigned to the right user
types or combinations of user characteristics?

• How can the design variants be optimized to better meet the
variation of preferences within the target group?

In the NIKA project the evaluation was conducted as an online
study. In this study 101 participants aged 60 or higher provided
their feedback on the prototypes presented as text and illustration
by rating how much they liked them on a 5-point Likert scale. In
addition, they filled in a questionnaire to assess their stampings
on the personality traits and psychological needs included in the
candidate user model. The ratings of the prototypes were used to
determine whether the variants were correctly chosen as a basis for
personalized HRI. Variants whose ratings show a broad statistical
dispersion are suitable to address different user types and are thus
good candidates for personalized HRI. If statistical dispersion is
low, this does, on the other hand, indicate that this behavior is

evaluated equally by all users and that this variant is hence not
suitable for personalization. Moreover, the questionnaire results
were correlated with the ratings for the design variants to identify
connections between certain combinations of user characteristics
and preferences for specific design variants. Thus, we can conclude
whether we assembled the right characteristics in the candidate
user model and whether our hypotheses how certain combinations
of characteristics are related to specific design variants are correct.

3.5 Iterative process
As the conventional HCD, the HCD4Personalization needs to be
conducted in multiple iterations, in order to arrive at a final user
model, definition of the design space and suitable design variants.
In this paper, we only presented results and experiences from a first
iteration conducted within the NIKA project. For the next iteration,
the candidate user model and design variants will be refined based
on the results of the evaluation. In addition, the fidelity of the
prototypes need to be gradually increased to finally implement the
behavioral variants on an actual robot and collect user feedback
during the real-life interaction with this robot.

4 SUMMARY AND CONCLUSION
In this position paper, we argued that HRI needs to be personal-
ized in order to be truly social. Concretely, this means that the
interactive behavior needs to be tailored to the individual user’s
characteristics and needs. We proposed the HCD4Personalization, a
methodological framework for developing personalized HRI which
is based on the conventional human-centred design process, but
was augmented with relevant research questions and methods to
focus on personalization. We use an example from the NIKA project
to illustrate a first iteration of gathering relevant characteristics for
a user model, develop personalization hypotheses, translate them
into design variants and test these variants and how they can be
mapped to specific user profiles (combinations of user characteris-
tics).

3 . 4  E v a l u a t e  p e r s o n a l i z e d  H R I

3 . 5  I t e r a t i v e  p r o c e s s

4  S u m m a r y  a n d  c o n c l u s i o n
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ABSTRACT 
In the emerging field of human-robot interaction (HRI) the 

adaptation to the situation and individual needs is increasingly 
recognized in research. In the context of work, individualization of 
robotic systems can be beneficial for a human-centered and safe 
workplace design. To realize the associated opportunities the 
continuous (real-time) collection and processing of personal data is 
necessary. These might not only be used to support employees but 
also for monitoring tasks or workplaces. Therefore, it is important 
to take into account the risks to which employees might be exposed 
when using these kind of systems. Furthermore awareness 
regarding potential risks should already be considered during the 
design process of robotic systems. This paper presents related work 
showing examples of beneficially individualized human-robot 
interaction. Nevertheless, the trade-off between an individualized 
human-robot interaction and the possible violation of data 
protection has to be considered carefully.   

CCS CONCEPTS 

•Computer systems organization~Embedded and cyber-physical 
systems~Robotics~Robotic autonomy •Human-centered 
computing~Interaction design~Interaction design process and 
methods~User centered design •Security and privacy~Human and 
societal aspects of security and privacy~Privacy protections 

KEYWORDS 
Human-robot interaction, data protection, occupational safety and 
health, individualization 
 
 

1 Introduction 
Modern technologies have become indispensable in our daily 

lives. Currently, more and more robotic systems can be found both 
in the private sector as well as in the world of work. They can take 
over different kind of tasks and are mainly used to support or assist 
people at home or during work. The increasing prevalence of these 
systems lead to intensive research efforts to continuously improve 
human-robot interaction (HRI). Known from the field of human-
computer interaction one important factor for successful interaction 
is the ability of the system to adapt to the individuals’ needs and 
preferences. Previous findings also suggest that the adjustment of 
robotic behavior to the interaction situation has a positive impact 
on user experience regarding usability, acceptance [1] and trust [2]. 
In the context of work, individualization can also be beneficial for 
a human-centered and safe workplace design regarding physical [3] 
as well as psychological parameters [4]. To realize the associated 
advantages of individualized human-robot interaction, a large 
amount of personal data is required. Besides the potential 
improvements, the possibility of employees’ data being misused 
might rise. It is therefore essential to consider whether the realised 
opportunities outweigh the associated risks with particular regard 
to the principles of data protection. 

In the following, we present findings from our previous work 
that can be transferred when considering individualized human-
robot interaction. Besides the positive implications we will also 
discuss the results in connection with workplace monitoring and 
data protection to give some first implications for the utilization of 
individualized occupational robotic systems.  

2 Individualized Human-Robot Interaction: 
Preliminary Related Work 
In order to ensure safe, healthy and productive working 

conditions, the individual and autonomic adaptation of 
technological systems to people’s abilities is becoming more and 
more common. The process of individualization can refer to various 
factors: from the consideration of physical characteristics and 
situational behavior to individual personal characteristics, from 
manual input by the employee to automatic behavior adjustment by 

Workshop on Behavioral Patterns and Interaction Modelling for Personalized 
Human-Robot Interaction 2020, March 23–26, 2020, Cambridge, United Kingdom 
This paper is published under the Creative Commons Attribution 4.0 International 
(CC BY 4.0) license. To view a copy of this license, visit 
https://creativecommons.org/licenses/by/4.0. Authors reserve their rights to 
disseminate the work on their personal and corporate Web sites with the appropriate 
attribution.  
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the robot itself. Different aspects of individualization were 
addressed in previous research. They will be presented in the 
following and provide first indications for further consideration of 
individualized human-robot interaction and their benefits in the 
context of work. 

2.1 Physical Individualization  
The project “INDIVA - Individualized socio-technical workplace 
assistance for industrial production” (funding number: 16SV6253) 
focused on the individual adaptation towards employee’s physical 
demands. Within the project an industrial welding and handling 
robot with 150 kg payload and a lightweight robot with 14 kg 
payload were used. In the first industrial scenario the welding and 
handling robot was used to assemble a backplane module including 
a wire harness into the rear of a car body. In the second scenario 
the exact positioning of studs had to be completed. Within the 
project a strong focus was put on the recording and processing of 
worker-specific physical parameters, as they are the basis for an 
individualized workplace design when a semi-automatic robot 
collaborates with the human. Using digital human modeling, task 
specific movements were simulated to plan and implement an 
autonomous and coordinated acting of the robot. Humans were able 
to manually adjust the handling robot to their physical needs, e.g. 
the handling position of the robot in order to assemble parts at their 
preferred position. In order to investigate the usability of the 
procedure as well as technology acceptance parameters, a video-
based evaluation study was conducted. The results showed an 
overall positive attitude of the 19 participants regarding the 
prototypical demonstrator. This result was underlined by positive 
impressions of potential users regarding functionality and usability 
[3]. 

2.2 Context Sensitive Individualization  
The project “AIM - Work assistance system for the 
individualization of work organization and training methods” 
(funding number: 02L14A162) dealt with the context sensitive and 
person-specific supply of relevant information in current 
production environments. The aim of the project was to develop a 
concept using smart mobile devices as a context-sensitive 
assistance system based on trajectory recognition. As part of the 
project we conducted a laboratory study to investigate the effect of 
context-sensitive information provision on human work. In a 
multitask setting based on assembly tasks in the automotive 
industry, 45 participants carried out the task either under the 
context-sensitive or non-context-sensitive condition. This means 
that information where given at a convenient moment or at a more 
inconvenient point. The results showed that the perceived stress 
was statistically slightly higher under non-context sensitive 
conditions. Nevertheless, the average workload under this 
condition was still reasonable and for work performance no 
differences could be found. In order to act autonomously, this kind 
of assistance needs a permanent trajectory recognition and the 
integration of production data in real time is necessary [4]. 
 

2.3 Behavioral Individualization 
Another study within the project “FRAME - Elevator use and room 
entry for robots involving human assistance” (funding number: 
16SV7834) addressed the question of prosocial behavior regarding 
robots. In complex or dynamic environments, robots may not be 
able to adapt to new conditions and rely on human assistance to 
perform their task. Within the project determinants of an effective 
and human-centered request for help are investigated. From the 
interaction between humans it can be derived that trait models of 
personality can be used to predict prosocial behavior. To 
investigate if behavior patterns towards robots can be predicted by 
trait models of personality a laboratory experiment was designed 
likewise. For the experiment an autonomous platform with a 
mounted lightweight manipulator was used. In a real human-robot-
interaction situation the robot repeatedly asked for help when 
opening a door and picking up a small product palette while the 
participant had to carry out its own task. The helping behavior of 
50 participants was measured by observations of the participant’s 
provision of help. Additionally personality traits were assessed 
using standardized questionnaires. The results showed that 
personality also affects human-robot interaction. Contrary to 
interactions between humans, the study results indicate that 
prosocial behavior towards robots is influenced by the personality 
dimensions of conscientiousness and openness. Whereas literature 
shows, that inter-human helping behavior is related to higher values 
on the dimensions agreeableness and honesty-humility. 
Nevertheless, in order to use findings from research on personality 
traits to improve human-robot interaction additional studies are 
needed. In such scenarios, the robot needs to know about all facets 
of the specific personality profile of the interacting individual [5]. 
Accordingly, using this knowledge to provide individual robot 
behavior customized to individual traits or characteristics raises 
strong ethical issues that must not be ignored and should be subject 
to future research activities. 

2.4 Benefits of Individualized Human-Robot 
Interaction 

The presented results share, that on one hand they give first 
implications on how individualized human-robot interaction can 
make a contribution in an occupational environment. To ensure a 
useful and user orientated system, the robot should enhance the 
employees’ daily activities and not be associated with additional 
effort [6]. The perceived usefulness of the system is not only 
influencing technology acceptance, but also the intention to use or 
even the actual usage [7]. This is essential, because if the robotic 
system is not used in the intended way or even not at all, neither the 
beneficial assistive nor the associated efficiency and productivity 
opportunities can be realized. Thus, usability and acceptance are 
two important factors that shall be taken into account in respect of 
a humane workplace design. In this regard, the individual physical 
adaptation of work systems or assistant robots, first and foremost, 
address the common problems of awkward posture exposure in the 
short-term as well as long-term effects regarding musculoskeletal 
disorders. As shown before, an autonomous adjustment to the 
individuals’ specific physical requirements can also have a positive 
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impact regarding usability as well as technology acceptance. In 
addition, individualization can also effect mental workload, which 
is a decisive impact factor for work performance and an important 
parameter when it comes to occupational health and well-being: 
Mental underload may cause feelings of frustration or annoyance 
while mental overload can lead to confusion, decrease performance 
and increase the risk of failure [8]. When combining the reported 
results reveal that the adaptation to situational requirements may 
contribute to the optimization of mental workload. This can in turn 
positively effect the individual’s mental state as well as 
performance parameters. To generally improve human-robot 
interaction processes and quality individual personality 
characteristics should be acknowledged. Personality traits not only 
affect the interaction between humans but also between robots and 
humans.  
On the other hand, every individualization approach also involves 
the processing of a large number of different personal data. While 
the one-time collection of physical data in combination with access 
possibilities by the employee remains tangible, the continuous 
processing of highly sensitive personal data like individual 
assembly movement patterns or personality traits contains 
possibilities for exploitation.  

3 Considering the Risk of Monitoring and the 
Principles of Data Protection 

From the perspective of occupational safety and health, as shown 
before, individualization can contribute to optimize physical and 
psychological stress and strain. In the context of work, however, it 
is necessary to balance the benefits against the risks involved 
especially in turns of personal data. In the case of the INDIVA 
project described above, physiological personal data was used to 
avoid or counteract the possibility of physical illness. To do so, the 
necessary data is not collected continuously but only once. Besides, 
the user has the opportunity to adjust the system on their own. Even 
if the collected data must be adjusted in regular intervals to ensure 
optimal support there is no continuous data recording. From an 
employees’ perspective the renouncement of real-time data 
gathering can be beneficial because the collected data cannot only 
be used to ensure the functionality of an adaptive system or to 
increase efficiency. It might also be misused to analyze the 
employees’ performance and behavior to facilitate comprehensive 
workplace monitoring [9]. Especially when personal data is 
collected continuously and merged with data of the socio-technical 
work environment new and perhaps unwanted information can be 
generated. Under certain circumstances, it may open up or expand 
the possibilities for monitoring the individual employee in terms of 
habits or performance. Even if the accruing information is not 
collected for this purpose, work assistance systems can be 
perceived as monitoring tool. This perception can not only have a 
negative impact on motivation, satisfaction and organizational trust 
but can also be an additional stressor in the work situation [10]. 
Therefore, when considering individualization of robotic systems 
in the context of work, the principles of data protection following 
the General Data Protection Regulation (GDPR) have to be taken 

into account [11]. On one hand they entail the potential to reduce 
insecurity and fear of being monitored by the system. On the other 
hand they make a direct contribution to avoid arbitrary data use by 
the employer. In this regard, one important aspect is the principle 
of transparency [11]. It states that before collecting personal data, 
employees must be informed about the nature, purpose and duration 
of the storage. Furthermore, employees should have the opportunity 
to obtain information about their personal data being collected at 
any time. It should also be clearly defined, in advance, for what 
purpose the data will be collected, processed and stored. This 
purpose should directly be related to the employment relationship 
and not only be aimed at improving the organizations’ effectiveness. 
If this purpose is fulfilled, there is no further need to collect and 
process data [11]. Besides the usage, access and exploitation rights 
regarding the collected data should also be clearly regulated. The 
limitation to a selected group of persons can help to reduce the 
probability of data being used in an inexpedient manner. Another 
way to restrict access of unauthorized persons and to avoid the risks 
of (perceived) monitoring is to store and process the necessary data 
only locally. However, from a technical perspective this is only 
possible if the system was designed that way. Therefore, along with 
choosing the system and developing the specific application, the 
GDPR principle of data minimization should be considered 
thoughtfully: “Personal data shall be limited to what is necessary in 
relation to the purpose for which they are processed” [11]. Yet 
preferable and necessary data might not always be in concordance. 
In this case, the principle of data minimization should be 
prioritized. Moreover, privacy should be built in the system by 
default, meaning that the setting should be chosen in such a way 
that ideally no personal data are captured. If a person does not 
change the setting proactively privacy protection should be ensured. 
These aspects become even more important if not only physical and 
behavioral aspects are taken into account. Depending on the scope 
and influence of data, it can be used enabling robots to influence 
people. On the basis of psychological knowledge in combination 
with information of individual personality aspects robotic systems 
can have an impact on human behaviour, attitude or even cognitive 
and decision making processes without coercion [12]. Besides 
positive effects on human-robot interaction this kind of technology 
can also be used to negatively affect the situation or even 
manipulate the interacting person [13]. In the context of work, this 
can entail considerable risks for the employees. An autonomous 
acting without intervention possibilities can exclusively focus on 
the interests of the employer at the expense of the employees. In 
this respect it is indispensable to carefully shape the introduction 
process of individualized robotic systems respecting the possible 
unintended consequences. These issues will be addressed within 
the EU-funded research project SOPHIA.  
The project “SOPHIA – Socio-physical interaction skills for 
cooperative human-robot systems in agile production” aims at 
introducing human-robot teams to structured as well as 
unstructured production environments. Within the project a strong 
focus will be put on sensitive wearables and robotic systems that 
enable worker state monitoring as well as real-time feedback 
functions. For this purpose mobile robot platforms with mounted 
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manipulators and interfaces as well as fixed lightweight robots will 
be used. In order to insure these functionalities the gathering of 
process data and personal data is vital. Within the development of 
each use-case the trade-off between data collection for an 
optimized interaction between employees and robots respectively 
wearables and collecting as little data as necessary is addressed 
actively. Especially in unstructured environments the ability of a 
robotic system to adapt increases its value. Nevertheless, neither 
flexibility nor real-time monitoring of worker states must be met on 
behalf of violating data protection issues. 

4 Practical Implications and Conclusion 
The benefits and risks associated with individualized robotic 
systems have to be considered carefully. Allowing robotics systems 
to get more and more individualized without any restrictions can be 
critical. More individualization possibilities do not necessarily lead 
to better work assistance. Individualization must not be harmful to 
health and safety as well as data privacy. Only if that fact is given, 
can individualization be a good means for human-centred 
workplace design. Therefore, not only the value of personal data 
and information but also the operational need to manage them 
responsibly have grown rapidly. When introducing new forms of 
human-robot-interaction into workplaces, especially ones that 
provide the option of individualization, a works council 
participation or agreement is highly recommended. Moreover, later 
steps regarding the system implementation require a definite 
involvement of the works council. For both, the organization and 
the employees it is beneficial to define clear guidelines. They 
should take into account the possibilities for efficient production 
and assistance improving but also address the importance of 
acceptance, human perception and minimizing the risk of data 
misuse. In order to increase acceptance and avoid adverse 
monitoring effects the employees should be involved and informed 
from the very beginning. This may also include the selection and 
evaluation of the used robotic system as well as the workstation. 
One possibility is to entrust a specific division to test the system 
with regards to actual requirements, before a comprehensive 
introduction. Another option to reduce risks and increase 
acceptance is to restrain an autonomous adaptation or only allowing 
it to a limited extent. It should be up to the employee to decide or 
determine to what extent the robot will adapt and thus also use 
personal data. This can not only have a positive effect on the 
perception and acceptance of the robot, but also counteract a 
potential feeling of being monitored and prevent permanent 
manipulation possibilities.  

Overall, it can be concluded that employee involvement is not 
only mandatory but also a key element to achieve the intended 
improvements of individualized human-robot interaction whilst 
ensuring a safe and healthy workplace design.  
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ABSTRACT
Despite their rapid development, social robots still face difficulties 
for achieving smooth communication with humans, particularly 
when we consider interactions within an emotional context. To 
contribute in this search for meaningful human-robot interaction 
(HRI), we present an interaction framework focusing on children, 
that introduces a multimodal interaction model to parametrize the 
social robot's empathic responses according to type of emotional 
valence and intensity. This work in progress presents an interaction 
sequence of five steps between a child and a user-programmable 
social robot (SIMA), for five basic emotions and four 
mood/affective states. The goal of the model is that of 
parametrizing the robot’s empathic emotional responses 
considering multimodal communication aspects in a simultaneous 
way, such as: communication chronemics (e.g. time of the day, 
speech reaction time) and kinesics (e.g. amplitude of micro arm 
movements to mirror emotions). Ultimately, through completion of 
the five stages, the model aims at boosting emotional self-
awareness and learning in children.
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• Information systems • Human factors • User interfaces •
Interaction styles

KEYWORDS
Social robots, empathy, multimodality, interaction, non-verbal 
language, emotion.
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1 Introduction
Social robots have emerged as new communication partners [1] and 
as such, face the challenge of achieving new meaningful ways to 
communicate with humans. Although social robots pose new 
communicative affordances which allow a social interaction [2], 
there is still room for improvement in aspects such as synchronous 
communication between a robot and a human, and vice versa. For 
instance, social robots can still improve their simultaneous 
responses in a more empathic and social manner. Empathic 
communication involves vicariously responding to the perceived 
emotional state of others [3]. This work in progress posits that 
tailoring the verbal and non-verbal emotional responses of the 
social robot to users’ self-reported emotional states, can result in 
increased perceptions of perceived empathy. Consequently, and 
through this enhanced empathy, a number of positive 
communicational and psychological outcomes can be reached, such 
as increased rapport, liking and persuasiveness. Also of 
importance, this empathic communication model is ultimately 
intended to reach prosocial objectives in the human user, such as 
enhanced emotional awareness.

2 Theoretical framework
The literature and theories informing the framework pertain to 
human machine communication and social psychology. First, the 
media equation theory [4] states that people tend to treat machines 
as they would treat people. This theory gives ground to assume that 
a meaningful interaction between a humanoid social robot and a 
child can be emotionally effective, since humans, and particularly
children, tend to see the social robot as an interaction partner and 
may quickly adapt their behaviors to the social robots’ actions [5].

Secondly, emotional mimicry in context theory [6] states that 
emotional mimicry occurs in highly contextual communicational 
situations and that this mimicry can act as a social regulator. This 
means that emotional mimicry in a one on one communicative
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situation can help people better deal with their emotions. 
Therefore, by having the social robot mimic the child’s facial and 
bodily expression according to the emotion, we have grounds to 
assume that it can help children better recognize his/her emotions 
and thus offer a leeway to deal with them and become more 
emotional self-aware. Moreover, emotional mimicry according to 
the users’ state may provide a sense of empathy. Although 
variously defined, for the purposes of this study we understand 
empathy as an emotional response to the perceived emotions of 
others [7]. In this case, the social robot would emotionally react to 
the perceived emotion of the child, which functions as a triggering 
input for the robot to display an emotionally tailored response.

Third, emotional self-awareness theory posits that higher attention 
to ourselves leads to judging our own behavior, fostering 
recognition of felt emotions [8]. Emotions are caused by a set of 
complex and synchronized component responses which often 
results from adjustments or disappointments in achieving one’s 
goal [9]. Learning to identify emotions is an essential skillset to 
function well in life [9]. As children of young age are still learning 
to recognize and accept their emotions [10], we posit that social 
robots can help children reach higher emotional self-awareness to 
help the child better manage his or her negative emotions and also 
learn to savor the positive emotions even more. 

This work in progress presents an integrated framework that aims 
to parametrize the social robot’s verbal and non-verbal 
communication, according to type of emotion, with the goal of 
establishing a smooth interactive communication sequence with a 
child. Preliminary, our focus is on 8 to 11-year-old children, based 
on their developmental characteristics [11]. In sum, this research 
seeks to advance the field of Human Machine Communication 
since the proposed framework can aid in developing desirable traits 
in social robots, such as empathic responses. [12] has outlined a list 
of ‘desiderata’ or basic social functions that a social robot should 
have, such as: (a) performing multiple speech acts; (b) interact 
affectively; (c) respond to more than one command; (d) 
purposefully speak, among others. We believe that the proposed 
framework represents a step forward in this direction. Moreover, 
the framework could also help illuminate and improve the social 
and emotional responses of other social robots, particularly 
educational ones.

3 Explaining the framework
The framework is applicable in an anthropomorphic social robot, 
Sima robot (www.simarobot.com). The robot functions through a 
cell phone embedded in a 3D anthropomorphic body. It is able to 
perform a variety of emotional facial expressions and body 
movements. The robot’s original purpose is to teach preschoolers,
therefore comes with a number of educational games from which 
children can choose in a visual menu shown in the screen by 
tapping in different icons, e.g., vocabulary, simple additive and 
subtraction operations. The robot has a kawaii or ‘cute’ design 
(figure 1), specially tailored for communication with children to 
avoid the uncanny valley effect [13]. The robot comes with an

array of facial emotional expressions and can react emotionally to 
whether the child has replied correctly or incorrectly to a question. 
For a small example of the facial emotional expressions of the 
social robot, see figure 2.

Figure 1. Sima robot (image source: simarobot.com)

Figure 2. Small example of SIMA’s facial expressions.

The framework has two main components, the verbal and 
nonverbal. These have been programmed in a mobile phone 
application (SimaRobot). The interactions are powered by Watson 
IBM, a question-answering computer system, based on DeepQA 
software, which is capable of answering questions in natural 
language [14]. To establish a dialog, the robot uses the 
smartphone’s Automatic Voice Recognition (AVR) feature 
through the app, similar to a system such as Google Assistant. 
When the child speaks, Watson activates its dialog features through 
a language algorithm - based on different keywords and sentence 
fragments - and is able to respond with the most ‘sensible’ solution. 
Therefore, the robot can recognize words via the app and when 
“hearing” certain keywords and intents in the child’s speech to one 
of Sima’s questions (e.g., how are you feeling?), it can trigger a 
spoken verbal response from an array (or combinations of) replies.

The nonverbal component consists of a series of bodily and facial 
expressions to respond contingently by using meaningful 
expressions and gestures in response to the child’s self-reported 
emotion. The robot’s body movements include for instance raising 
one or both arms, walk, or stand on one leg. In particular, the 
present framework utilizes the robots’ arm movements as 
nonverbal means to represent the valence and intensity of the 
recognized emotion [15], similar as to how humans would 
physically react and express emotions. For instance, the emotion of 
surprise when e.g., hearing good news, implies that the robot 
energetically waves its arms towards the upper body (similar to a
‘wave’ motion). In turn, when triggered by a sad word, the robot 
would lower its arms in a slower motion in response, 
simultaneously to the verbal response. For an example of the 
robot’s reactions to a trigger word or intent, see Figure 3. 
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Figure 3. Examples of SIMA’s emotional facial and bodily 
movements in reaction to the keywords (or related phrases),

including the words “surprise” (left) and “sad” (right).

To what respects the robots’ facial expressions, this nonverbal 
aspect uses the robot’s “face,” via the Simarobot app using the 
telephone screen. Although Sima already uses various facial 
expressions in the context of its educational games, the framework 
includes expressions specially developed for empathic 
communication, for instance those displayed on Figure 3. Because 
the telephone screen is able to show video images, Sima’s “eyes” 
can rapidly change form (e.g., from happy to sad eyes) and wink. 
The robot’s facial expressions (see figure 2), have been developed 
based on the universal expressions of the five basic affective states 
identified by several studies, particularly [16]. So far, the 
framework has been developed to support interactive sequences 
tailored to five basic emotions: happiness, surprise, fear, anger, 
sadness and four affective/dispositional states: excitation, relaxed, 
sleepy and bored. Both responses, verbal and nonverbal, occur 
simultaneously in response to a verbal input, as programmed via 
Watson and the phone app. Next, we detail the main interaction 
stages of the framework.

4 Five interaction stages
The framework considers five levels of an interaction sequence 
between the child and the robot. To make the talk run more 
smoothly, the idea is to make the child acquainted with the robot at 
class level, first, by introducing itself and starting a casual 
interaction (e.g., “Hi my name is Sima and I’m here to help you 
learn through play. What is your name?”). To increase 
personalization, two main features have been implemented. First, 
the robot shall talk to and respond to the child using the child’s first 
name. Several studies account for positive interaction effects when 
using the person’s name, such as increased ratings of a robot’s 
friendliness [17]. Second, each of the five levels contains three 
main “conversation tracks” throughout, which are tailored to 
different times of the day (morning, afternoon, evening, e.g., “good 
morning! How are you feeling today? Or “it is late, how about we 
play a little before you go to bed?”). Each of these responses is 
given according to the real time, which is easy to implement as the
smartphone is aware of the real time. Given that interpersonal 
communication can be influenced by contextual factors [18], we 
posit that inclusion of chronemic aspects such as the time of the 
day, can increase the degree of realism in the interaction. 

We describe hereunder the five levels of an interaction sequence 
between the child and the robot. The five levels are as follows:

2.1. Communication initiation. After greeting the child according 
to time of the day (good morning/afternoon/evening) and having a 
brief “filler” conversation, SIMA robot initiates a conversation by 
launching probing questions to ask how the child is feeling.

2.2. Social interaction. When the child responds, the social robot 
speech recognition will be activated with the occurrence of a 
particular emotion word(s). This word will trigger the social robot 
to respond simultaneously both verbally and non-verbally, 
depending on the emotion, initiating a social interaction. In this 
phase, emotional ‘mirroring’ occurs because the social robot 
displays both verbal and non-verbal signs of the child’s self-
reported emotion.

2.3) Emotional self-awareness. After the child responds with a 
certain emotion, the child is prompted to reflect on their emotional 
state as the social robot would try to instigate emotional self-
awaremess in the child. An example question would be: why do 
you think that you feel this way? 

2.4) Transformation. In this stage the goal is to transform the 
emotion, either into a more positive emotional state (in the case of 
negative emotions), or to savour positive emotions even more (in 
case of positive emotions). What is key in this stage is that the 
social robot will attempt this transformation through what we term 
‘positive action’, that is, proposing to play one Sima’s educational 
games.

2.5) Action. In this stage, provided that the child agrees, the social 
robot and the child play a game or educational activity. In future 
versions, we study creating an educational or gaming activities 
tailored to the particular emotion.

In this way, the framework aims to: (1) identify the child’s 
emotional state; (2) make the social robot respond in a socially and 
emotionally congruent (empathic) way, depending on the child’s 
expressed emotion on the previous stage; (3) parametrize both the 
verbal and non-verbal emotional responses of the social robot 
towards the child; (4) initiate an action with the child (e.g. play an
educational game) which would modify the child negative 
emotional state or increase his or her positive emotions. Ultimately, 
a broader goal is to achieve more meaningful communication 
between a social robot and a human, in this case, the child, in a 
situation which creates the best possible mood for learning, 
contributing to an effective learning environment [19].

5 Preliminary discussion
The present framework intends to make empathic responses 
feasible between a child and a social robot. Its goal is to parametrize 
the robot’s responses by considering the child’s emotional state. 

The framework is integrative, because it comprises both verbal 
and nonverbal expressions of emotions concerning the robots’ 
kinesics  and non-verbal communication elements, such as facial

4  F i v e  i n t e r a c t i o n  s t a g e s
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expressions and body movements, which attempt to be congruent 
with the emotion expressed by the child, and thus has the potential 
of creating an illusion of emotional mirroring, a response which is 
congruent with the child’s self-reported emotion, in this way 
enabling meaningful HRI.

Though the framework has been initially tested, our future research 
will determine whether (1) children can actually recognize the 
robots’ mood; (2) to what extent the robot emotional expression 
affects the children’s feelings. For (1), there are empirical grounds 
to assume that children would be able to recognize the emotions in 
the social robot, as an experimental study found that participants 
could distinguish between negative and positive robot mood from 
the robot physical movements and speech [18]. For (2), there are 
both theoretical and empirical evidence to presuppose that Sima’s 
reactions will affect a child feelings and behaviors, based on mood 
transfer findings [19]. 

Although in initial pre-tests the phone Automatic Voice 
Recognition (AVR) behaves well for the first stage of 
communication initiation, we observe that the interaction can flow 
rather smoothly, particularly in chronemic aspects such as the 
robot’s reaction time. Because it is powered through an app, the 
robot responds in a timely manner compared to other interactions 
in which robot takes a rather long time processing the verbal input. 
However, in moments that the robot does not recognize the 
children’s speech, there is a communication breakdown. A possible 
solution is to continue working on the robot’s array of recognized 
responses, a challenging task in itself. Further, a shortcoming in the 
current framework is that the emotion recognition occurs only as 
verbal input from the child, the robot is not yet able to identify the 
individuals’ emotions considering aspects such as facial 
expressions or tone of voice. It must be noted that adding this 
possibility comes with an added set of complications (e.g. the 
child’s privacy when activating facial recognition in the phone 
device).

Further, it is equally challenging to provide an effective response 
in every step because the robot should be able to capture and decode 
a vast array of phrases. Whereas an adult may be perfectly capable 
of stating “I feel sad,” a child may be more spontaneous in his or 
her emotional expressions.  Of relevance would be to improve the 
AVR to interpret non-verbal utterances such as “grrr” or howls, or 
other random noises as representative of emotional states.

Even though Sima is powered through a telephone app, and that the 
functionality of its voice recognition feature may be similar to 
Google Assistant, we believe that one main advantage of the 
present framework is that it provides situated, embodied 
interaction, allowing anthropomorphic nonverbal and verbal 
language, which already provides situatedness and embodiment to 
the interaction, features which have been shown to lead to 
improved learning outcomes [20]. According to [20] “interactions 
between a child and robot should be contingent and multimodal,
and provide appropriate forms of feedback” to foster a learning 
environment. They further suggest that the robot could keep track 
of children’s advancement “and perhaps their emotional states

during the tutoring sessions and adapt to these”. Although the 
framework considers interactions in only five levels, we believe it 
represents a first step towards making an interaction with a social 
robot more personable and empathic, in a manner that can 
contribute towards better learning outcomes and higher emotional 
awareness.
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ABSTRACT
This position paper presents our vision on future robots
that can perform close-proximity physical interactions with
human partners in order to provide both physical and emo-
tional support. After introducing the concept of empathetic
physical support, we summarize the current challenges in re-
alizing such robots in general, as well as personalizing their
interaction models. As a case study, we briefly describe our
ongoing work on modeling hug interactions by a learning-
from-demonstration (LfD) approach using demonstrations
obtained through teleoperation.

CCS CONCEPTS
•Human-centered computing→User interface pro-

gramming; Haptic devices.
KEYWORDS

pHRI, interaction modeling, learning from demonstration

1 INTRODUCTION
Physical human-robot interaction (pHRI) is studied mostly
in two domains: collaborative robots or cobots [8] and com-
panion robots [11]. Research in the former domain usually
focuses on task planning and intention recognition, and is
evaluated based on the efficiency of task execution. Phys-
ical interactions between the robot and human take place
through an object. The latter domain often involves close-
proximity interactions such as hugging but the robot is typi-
cally composed of short limbs and low-power actuators to
mitigate the safety issue. Evaluation of such interactions is
more difficult because there is no quantifiable objective.
As seen in Fig. 1, these domains cover only a part of pos-

sible pHRI forms in the space of physical capability and
proximity to human: on one hand, robots with near-human
physical capability can provide physical support but they
need some space between the human co-worker to ensure
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Figure 1: Relationship between the robot’s physical capabil-
ity and proximity to humans in pHRI research

safety; on the other hand, companion robots provide emo-
tional support by, e.g., letting humans hug them, but the
robot’s body remains mostly passive due to lack of physical
capability. In order to take full advantage of physical em-
bodiment, robots should be able to perform close-proximity
pHRI with physically capable hardware. In fact, humans are
able to perform both heavy-duty physical tasks and delicate,
intimate physical interactions using the same body. We be-
lieve that the commercial difficulty many social robots are
facing can be attributed to the fact that they cannot perform
physically meaningful tasks.
We envision future robots that can provide empathetic

physical support, in which the robot physically supports hu-
mans through direct contacts while constantly monitoring
and adapting to the users’ comfort, preference, and even
emotion. Examples of this type of tasks include assisting a
person standing up and carrying a person. Such interactions
can be placed in the upper-right corner of Fig. 1.

Close-proximity interactionwith physically capable robots
will give rise to new challenges in terms of not only safety
but also personalization because comfort, preference and
emotion are highly subjective compared to, for example, ef-
ficiency of task execution. Large-scale user study has been
the only way to evaluate the effect of this type of interac-
tions, where statistical results may be used for evaluating
the perception of average users but not of individuals.
Hence our position statement is: Quantitative evalua-

tion throughhuman emotional state estimation is crit-
ical for personalizing close-proximity pHRI.

A b s t r a c t

1  I n t r o d u c t i o n

Personalized Close-Proximity pHRI
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In the remainder of this paper, we first discuss a few chal-
lenges toward personalized close-proximity pHRI. We then
describe the current status and future plans of our research
in this direction using hug interaction [4, 9] as a case study.

2 PERSONALIZED CLOSE-PROXIMITY PHRI
Hardware
At least two major factors should be considered in hardware
design: appearance and physical capability. Appearance has
a significant impact on the human partner’s expectation of
the robot’s physical and intellectual capabilities, or in other
words, the robot’s “personality.” The higher the expectations
are, the larger the disappointment is when they are notmet. It
is therefore recommended to choose the robot’s appearance
that correctly reflects its capability. Robots also have to be
equipped with enough physical capability to support humans
both emotionally and physically. The joints should be able
to not only generate enough torques to actively apply forces
to the human partner but also control the contact forces in
order to convey subtle information such as intention and
emotion through contacts.

Other aspects specific to close-proximity pHRI are 1) feel
of touch, which is also critical for both safety and comfort,
and 2) whole-body tactile sensing. The robot surface should
be at least soft and perhaps even warm [2], and ideally in-
clude embedded tactile sensors. Unlike fingertips, however,
the sensor placement does not have to be particularly dense.

Recently, soft robotics is gaining attention thanks to its po-
tential to achieve safe pHRI through mechanical compliance,
although most of the current technologies are not mature
enough to be used in practical robot hardware. An alternative
is to retrofit traditional robot arms with soft skin and tactile
sensors. Alspach et al. [1] proposed to use 3D-printed air cav-
ity with pressure sensors as soft skin as well as force sensors,
while Block et al. [3] presented a similar idea with additional
sound sensors to distinguish different contact types. Other
researchers aim at developing high-density tactile sensors
that can cover the whole body [10].

Interaction Modeling
Interaction models for close-proximity pHRI are most likely
multimodal because contact force and robot motion equally
affect the perception of an interaction. Obtaining such mod-
els will probably have to rely on learning-from-demonstration
(LfD), a.k.a. imitation learning, since it would be very diffi-
cult to model interactions analytically. However, using tactile
data can be challenging for the learning process due to the
high-dimensionality and sparsity.

For close-proximity pHRI, collecting training samples for
LfD can be another challenge. Although in principle it is pos-
sible to use human-human interactions as samples, contact

force and motion measurement as well as human-to-robot
motion mapping are not straightforward. Since we need ro-
bot hardware with the properties mentioned in the previous
subsection anyway, it makes more sense to directly control
the robot by teleoperation. However, building a teleopera-
tion interface for close-proximity physical interaction itself
poses an interesting research question of how to provide the
operator with soft, wide-area contact forces.

Evaluation
Evaluating the effect of close-proximity pHRI is also challeng-
ing, primarily because it is difficult to quantitatively define
and measure its magnitude. Researchers therefore tend to
rely on subjective feedback from users obtained by question-
naires. This fact also implies that any evaluation requires a
large number of users to draw statistically significant con-
clusions.

Because one of the goals of close-proximity pHRI is to im-
prove the emotional state of the human partner, it would be
useful to quantitatively estimate the emotional state through
sensor information. Many studies in psychology [12] have
investigated the relationship between a person’s emotional
state and physiological data such as heart rate, skin resis-
tance, and facial muscle activity. If these techniques can
reliably detect subtle changes in the emotional state, it may
allow us to evaluate interaction models quantitatively using
a relatively small number of subjects.

Personalization
Current approaches for interaction modeling and evaluation
discussed so far are also problematic for personalization
due to the large number of required demonstrations and
experiments: the resulting models tend to be generic and
can only be statistically proven to be effective. Two key
technical challenges need to be addressed in order to realize
personalized close-proximity pHRI:

• Quantitative evaluation: A more quantitative method
for evaluation, such as estimating the emotional state
from physiological data, could accelerate the evalua-
tion process compared to using subjective evaluation.
This approach will enable personalization of an in-
teraction model if the evaluation can be done for a
specific person.

• Online learning: A possible approach for personaliza-
tion is to start from a generic interaction model and
then adapt it to personal preference. For this approach
to work, however, an active learning algorithm com-
bined with a model that can be updated online would
be necessary.

2  P e r s o n a l i z e d  c l o s e - p r o x i m i t y  p H R I  h a r d w a r e
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Figure 2: Robot hardware developed for hug interaction
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3 CASE STUDY: MODELING HUG INTERACTION
As a case study of close-proximity pHRI, we develop an
LfD framework based on multimodal Bayesian inference
for autonomous human-robot hug interaction [4]. The robot
(Fig. 2) has two 6-degrees-of-freedom torque-controlled arms,
and its torso and arms are covered by soft foamwith a total of
61 embedded contact sensors. The arms have enough motion
and torque ranges to enclose the human torso and exert
decent contact force.

Learning from Demonstration
We apply multimodal Bayesian inference [5, 6] to model the
relationship between the actions of the robot and human
partner (Fig. 3). The model is capable of inferring the robot’s
action (joint angle commands and the arm contact forces)
from the human partner’s motion detected by the OpenPose
library [7] and the contact force applied to the robot’s body.

A major extension required for modeling hug interactions
is feature selection to address high-dimensional but sparse
tactile data. Feature selection utilizes two types of sparsity:
temporal sparsity i.e. tactile sensors are activated only for a
limited time during interactions, and spatial sparsity i.e. only
a few tactile sensors are activated during a specific interac-
tion. In [4], we demonstrate that dimensionality reduction
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Figure 4: Teleoperation setup for collecting demonstrations
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by feature selection does not cause statistically significant
degradation of inference quality.

Demonstrations are generated by the teleoperation setup
shown in Fig. 4. The operator has access to the human part-
ner’s pose and contact force applied to the robot’s body
through a display. In response to this information, s/he gener-
ates the motion and arm contact force commands by directly
hugging a mannequin. The demonstrations are expected to
provide the interaction model with basic “social norms” as-
sociated with hug: reciprocate the timing and intensity of
the human partner’s action. Because there is no commer-
cially available haptic device that can display soft, wide-area
contact forces, we opt for visualizing the contact force in-
formation as the size and color of the blobs displayed at the
corresponding sensor locations.

Control
Controlling the robot given the motion and contact force
commands has two main challenges. First, the problem is
overconstrained because motion and force depend on each
other even though both are critical for human perception.
Our controller employs hierarchical optimization with con-
tact force having the higher priority, while allowing some
deviation from the commanded contact force to prevent the
robot motion from deviating too much from the operator’s.

The second issue is that the human partner’s body size and
shape may vary and therefore the contact states on the oper-
ator and robot sides may be different. If the human partner
is large, for example, the robot may touch the human before

3  C a s e  s t u d y :  M o d e l l i n g  h u g  i n t e r a c t i o n
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Figure 6: Edge cases. Left: hugging the air; the hug did not
complete because the phase did not proceed further. Center:
delay before hugging; hug was successful because themodel
correctly recognized the beginning of a hug. Right: hugging
without making contact; the robot failed to release the part-
ner because the model received conflicting information.

the operator touches the mannequin. To solve this issue, we
use a simple motion retargeting algorithm that adjusts the
robot motion based on arm contact force information only.
Figure 5 depicts the overview of the controller [9].

Results
121 demonstrations were collected from 6 participants in-
teracting with the robot teleoperated by the same operator.
After training, the interaction model was tested on one of
the participants from data collection as well as 2 new partic-
ipants. Overall, approximately 82% of test cases resulted in
successful hugs, which we define as the robot hugging the
human participant and responding to their cues.
As shown in Fig. 6, the learned model was able to gener-

ate reasonable reactions to many of the edge cases where
human partner’s motion was completely different from the
demonstrations. On the other hand, the interaction did not
complete when the model received conflicting motion and
contact force information.

4 CONCLUSION AND FUTUREWORK
In this paper, we first introduced the concept of empathetic
physical support, in which physically capable robots pro-
vide both emotional and physical support through close-
proximity pHRI including direct contacts. We then reviewed
the technical challenges toward personalizing close-proximity
pHRI such as quantitative evaluation and online learning.

In the second half of this paper, we presented a case study
of close-proximity pHRI: modeling hug interactions through
an LfD framework using demonstrations collected by a tele-
operated robot. The robot is covered with soft skin and tactile
sensors for comfort and contact force sensing. The learned
model demonstrated the ability to generalize to a wide vari-
ety of human partners and hug styles.

Although we are able to obtain a generic hug interaction
model, personalization would be required to address differ-
ences in culture, context, and emotional state where simply

reacting to the human partner’s action is not enough. If a
person is depressed, for example, his/her hug may be weak
and short but it does not necessarily mean that robot should
respond with similar intensity. Rather, strong and reassuring
hug may help overcome the depression.

In order to detect and model subtle differences caused by
these aspects, we need more sophisticated methods for eval-
uating and teaching individual interactions. First, we will
explore the possibility of quantitatively estimating the hu-
man partner’s emotional state using the data from wearable
sensor suit equipped with a number of physiological sensors.
If successful, this technology will enable personalized evalu-
ation of the effect of interactions. Secondly, we will develop a
haptic device that can display soft, wide-area contact forces
such as those experienced in a hug. This device would be an
essential component of the system because subtle personal
differences in the contact force pattern are difficult for the
operator to recognize with the current system that simply
visualizes the contact force information.

REFERENCES
[1] A. Alspach, J. Kim, and K. Yamane. 2015. Design of a Soft Upper Body

Robot for Physical Human-Robot Interaction. In IEEE-RAS Interna-
tional Conference on Humanoid Robots (Humanoids). 290–296.

[2] A.E. Block and K.J. Kuchenbecker. 2018. Emotionally Supporting
Humans Through Robot Hugs. In Companion of the 2018 ACM/IEEE
International Conference on Human-Robot Interaction. 293–294.

[3] A.E. Block and K.J. Kuchenbecker. 2019. Inflatable Haptic Sensor for
the Torso of a Hugging Robot. Work-in-progress paper (2 pages)
presented at the IEEE World Haptics Conference (WHC).

[4] J. Cambell and K. Yamane. 2020 (accepted). Learning Whole-Body
Human-Robot Haptic Interaction in Social Contexts. In IEEE Interna-
tional Conference on Robotics and Automation.

[5] J. Campbell and H. Ben Amor. 2017. Bayesian Interaction Primitives:
A Slam Approach to Human-Robot Interaction. In Conference on Robot
Learning. 379–387.

[6] J. Campbell, S. Stepputtis, and H. Ben Amor. 2019. Probabilistic Mul-
timodal Modeling for Human-Robot Interaction Tasks. In Robotics:
Science and Systems.

[7] Z. Cao, G. Hidalgo, T. Simon, S.E. Wei, and Y. Sheikh. 2018. OpenPose:
realtime multi-person 2D pose estimation using Part Affinity Fields.
In arXiv preprint arXiv:1812.08008.

[8] J.E. Colgate, J. Edward, M.A. Peshkin, and W. Wannasuphoprasit. 1996.
Cobots: Robots for Collaboration with Human Operators. In ASME
Intl. Mechanical Engineering Congress and Exposition. 433–439.

[9] A. Kaplish and K. Yamane. 2019 (in press). Motion Retargeting and
Control for Teleoperated Physical Human-Robot Interaction. In IEEE-
RAS International Conference on Humanoids Robots. Toronto, Canada.

[10] P. Mittendorfer and G. Cheng. 2011. Humanoid Multimodal Tactile-
Sensing Modules. IEEE Transactions on Robotics 27, 3 (2011), 401–410.

[11] M. Shiomi, A. Nakata, M. Kanbara, and N. Hagita. 2017. A Hug from a
Robot Encourages Prosocial Behavior. In IEEE International Symposium
on Robot and Human Interactive Communication (RO-MAN). 418–423.

[12] J. Wagner, J. Kim, and E. André. 2005. From Physiological Signals to
Emotions: Implementing and Comparing Selected Methods for Fea-
ture Extraction and Classification. In IEEE International Conference on
Multimedia and Expo. 940–943.

R e s u l t s

4  C o n c l u s i o n  a n d  f u t u r e  w o r k

R e f e r e n c e s



Workshop on Behavioral Patterns and Interaction Modelling for Personalized Human-Robot Interaction 2020

20

F O U R I E  E T  A L .

Motivating Incremental, Personalized Models of
Human Behavior for Structured Environments
Christopher K. Fourie
ckfourie@csail.mit.edu

Massachusetts Institute of Technology
Cambridge, Massachusetts

Przemyslaw A. Lasota
plasota@csail.mit.edu

Massachusetts Institute of Technology
Massachusetts

Julie A. Shah
julie_a_shah@csail.mit.edu

Massachusetts Institute of Technology
Cambridge, Massachusetts

ABSTRACT
Models of human behavior are critical to the fluent interac-
tion of a human and a robot. Typical approaches to action
and intent recognition, however, rely on explicit action labels,
negating the ability to adapt to new data without human
intervention. Further, we provide preliminary evidence that
timing models of human behavior transfer poorly between
individuals, supporting an argument for individual modeling.
We argue for the use of an event-based framework for un-
derstanding a human’s interaction with their environment,
to support and enable incremental profiling, the automatic
segmentation of data, and dynamic robot behavior in Human-
Robot Interaction. We introduce events as a semantic rep-
resentation when modeling a human’s behavior, and recast
the traditional problems of action recognition, segmentation
and prediction using events.

CCS CONCEPTS
• Human-centered computing → Interaction design
theory, concepts and paradigms; • Computer systems
organization→ Robotics.
KEYWORDS
human modeling, intent recognition, activity segmentation,
motion prediction, human-robot interaction

1 INTRODUCTION
Humans have the capacity to work extremely effectively with
other humans, easily adapting to and predicting a collabora-
tor’s behavior. This process has been widely studied - a field
of Cognitive Psychology, the theory of Joint Action [11], stud-
ies the coordinated activity of people to achieve joint goals.
A human dyad’s capacity to anticipate, react and coordinate
is largely enabled through the complementary prediction of
the spatial, temporal, and semantic aspects of a collaborator’s
behavior [12].
Workshop on Behavioral Patterns and Interaction Modelling for Personal-
ized Human-Robot Interaction 2020, March 23–26, 2020, Cambridge, United
Kingdom
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The prediction of human behavior has been widely studied
in Human-Robot Interaction (HRI). Numerous systems, par-
ticularly those developing a mechanism for anticipation [1,
4, 8] utilize predictions of human behavior to reason on the
action that a robot should take. These capabilities typically
express and operate on some form of semantic prediction,
but they are also occasionally combined with either spatial
or temporal aspects of predictions to further improve the
robot’s behavior. Understanding where a person will be in
the future can help a robot plan its actions [7, 10], while
understanding when a human will complete a current action
can help a robot schedule its own action [2, 9].
Our previous work has focused on developing predic-

tion capabilities within structured environments, such as
those typically found within manufacturing [5, 13]. Yet, even
within these domains, prediction remains a challenge and
traditional approaches to modeling humans pose several lim-
itations. Traditional action or intent recognition approaches
treat the recognition of an action or plan as a machine learn-
ing problem, relying on explicit labels and supervised learn-
ing techniques. At present, actions tend to be broadly defined,
and are typically chosen by the algorithm designer.
Consider a simple assembly process, in which five parts

must be collected. Assuming one action per part (the act of
retrieving it), and without constraining the order in which
parts are collected, there are 5! = 120 sequences of actions
a person could exhibit. An individual is unlikely to exhibit
every plausible sequence of actions, and a typical approach
to ensure maximal coverage would be to collect data from
multiple people.While such an approach could be exhaustive,
it may overgeneralize. The use case focuses on an individual,
and much of the training data is likely to be irrelevant -
potentially confounding results.
We will demonstrate that models of the temporal behav-

ior of individuals transfer poorly to other individuals, and
even to variations on the task for the same individual (i.e.
when swapping the order of similar reaching motions). How-
ever, the same individuals demonstrate consistency within
their own action timings. This has implications for predic-
tion methodologies that rely on time-series to inform their
models, but do not contain information tailored to the in-
dividual in question. In these cases, the data can fail to be
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Figure 1: An illustration of the “support” amodel gives to an-
other dataset (see text). Note that user profiles did not trans-
fer well across participants.

representative, and algorithms that work well when trained
on some people may fail when tested on others. Worse, these
models are unable to adapt to a person: when people are
consistent, the algorithm may perform consistently poorly.
Traditional approaches have limited capacity for incre-

mentally improving and updating models of human behavior.
Without an oracle or extremely robust recognition and/or
labeling function, such capabilities lie beyond the purview of
most algorithms. Scalability is also problematic - reconsider-
ing the earlier example, at 8 parts and a single, non-repeating
action per part, the number of unique sequences of actions
rises to 8! = 40320, limiting the practicality of an approach
centered on data collection and offline annotation.
We motivate a unified event-based modeling approach

that is appropriate for accommodating the demands and
requirements of incremental human behavioral modeling,
and particularly for enabling responsive, intelligent robot
behavior that adapts to a user’s variations in behavior. Events
are dense semantic representations indicating key points in
an activity or task, and occur at discrete time instances of
the task. We use these events for rigorous definitions of
the prediction problems and discuss the merits of using an
event-based design for enabling incremental human profiling.
We demonstrate that temporal behavioral patterns appear
to be unique to individuals, and argue for a shift toward
incremental, personalized behavioral models in HRI.

2 VARIATIONS IN ACTION DURATION
Our own work in manufacturing settings has provided us
with observations of people performing structured, repetitive
tasks in routine jobs. We have observed that people develop

consistent behavioral patterns (e.g. ordering and timing) but
that these patterns varied widely between people.
These observations suggested a need for personalization

and inspired a short data collection of several participants
performing a simple reaching task. The task involved placing
8 bolts into 8 linearly spaced holes in the assembly in front
of them. The bolt holes were within reaching distance, and
the bolts were placed directly in front of the participant. The
participants were free to select the order in which the bolts
were placed, but were requested to maintain the initially
chosen order for 20 demonstrations. This was then repeated
for a second, different order of bolt placements. Participants
were encouraged to perform the task at a natural pace, with
no time constraint. The data was collected with a PhaseS-
pace motion capture system and separated into actions by
detecting when the hand entered or exited a prespecified
radius of the bolthole. The prespecified radius was identical
across participants.
To evaluate the temporal consistency of the participants,

we constructed a model based on a multivariate Gaussian.
For each action sequence, for each participant, we construct
a multivariate Gaussian distribution, approximated using the
sample mean and covariance calculated from the vectors of
action durations (∆ti ) of the participant performing the task.
Considering the standard deviation of an action for each par-
ticipant, we saw that all participants varied, on average, by
15% of the mean time for their individual actions. The action
durations between participants, however, differed greatly.

Our primary consideration is whether timingmodels trans-
ferred well between individuals. To establish this, we calcu-
lated a transfer statistic as follows:

γi, j = exp
(
α

Ni

Ni∑
k=1

(∆tk − µ j )T Σ−1
j (∆tk − µ j )

)

α is an arbitrary scaling coefficient intended for numerical
conditioning. The resulting matrix of values represents the
transformed likelihood of a model built for a participant
performing an action sequence (j) to the raw data collected
for a participant performing a particular action sequence
(i). We term this score the “support” of a profile built on
one dataset to another dataset. This is shown graphically in
Figure 1. The profiles lend “support” to the data from which
they were generated, but not to data from which they were
not. The implication is that these profiles do not transfer
well between subjects (or even across action sequences per
a particular subject) and that it may be necessary to learn
a timing profile for each person that interacts with such a
system. Note that data relating to Subject S2 has been omitted
as the subject failed to follow study protocol.

2  V a r i a t i o n s  i n  a c t i o n  d u r a t i o n



Workshop on Behavioral Patterns and Interaction Modelling for Personalized Human-Robot Interaction 2020

22

F O U R I E  E T  A L .

Motivating Incremental, Personalized Models of Human Behavior for Structured Environments
Workshop on Behavioral Patterns and Interaction Modelling for Personalized Human-Robot Interaction 2020, March 23–26, 2020, Cambridge, United

Kingdom

3 EVENTS AS A UNIFIED MODELING
REPRESENTATION

Events are a natural representation for embedding semantic
information within a time-series. To accommodate personal-
ization, individual preferences, and support automatic data
segmentation, we advocate for the use of events as a uni-
fied modeling representation. We consider a unified modeling
representation as one that enables incremental behavioral
modeling and the prediction of spatial, semantic, and tempo-
ral aspects of human behavior.

We consider events to be categorical variables that are the
output of a function ei = fi (λ), where λ is the set of variables
relevant to the detection of an event. Events are a function
of the behavior of a person in a particular space. An event
occurs at a particular time, tei , is understood to be causal (in
that it is dependent on the behavior of a particular person),
and is assumed to be observable. An event could be the act of
an associate triggering a light curtain or it could be a pose
that a person transitions through in a motion (such as in the
context of the work in Xia et al. [14] or Hayes and Shah [3]).

Each action is defined by two events - one at the beginning
and one at the end of the action: ai j : ei → ej . The events
act to segment the actions, while also defining them. The
number of explicitly detectable actions A = {a11,a12, . . .}
within this framework is the square product of the number
of events, E = {e1, e2, . . .} (i.e. |A| = |E|2), while the number
of possible event sequences is the factorial of the number of
events.
The labeling of actions happens automatically based on

observed events, negating the need for the manual anno-
tation of actions and instead requiring the detection of an
event. Events, in a similar fashion to the traditional action
approach, require explicit definitions from the system de-
signer for implementation. However, events are far easier to
detect than actions: for instance, consider a person entering
a particular space compared to predicting a person entering
the same space in the future. Detecting the event could be
accomplished through a standard industrial sensor, while de-
tecting a human walking towards the space poses significant
machine learning challenges.

Events are sources of semantic and temporal information
within the framework. They exist at a level of abstraction
that allows fluents or logical propositions to be effectively
formed, allowing for representation within Linear Temporal
Logic (LTL) formulations or Probabilistic Domain Definition
Language (PDDL) plans.
However, the introduction of events leads to a transfor-

mation of the traditional problems of action recognition,
segmentation and prediction:

• Action Segmentation: this is recast as event detection,
in which a set of events, e, is considered latent within the

data λ:
ê = argmax

e
p(e|λ)

• Action Recognition: this is recast as the prediction of a
future event, ej , given the past event ei and the data λ:

âi j = êj |ei = argmax
ej

p(ej |ei , λ)

• Action Prediction: this is recast as predicting the set of
future events ep , given the set of transpired events, e, and
the data λ:

êp = argmax
ep

p(ep |e, λ)

Action segmentation implies the detection of events latent
within the data available to the system. While we have so
far considered explicit forms of events, the problem could be
regarded to extend to implicit events - the problem of discov-
ering events. Discovering new events and inferring functions
for their detection would increase the granularity of a ro-
bot’s model of a human’s interaction with the environment,
posing a challenging but rewarding inference problem.
Similar to the manner in which an action within a PDDL

plan results in a change in the fluents forming the state, a
correctly identified action within our framework implies the
occurrence of a future event. As a result, the recognition of
an ongoing action is the prediction of an upcoming event.
Standard approaches remain applicable, and the event based
modeling approach allows for the automatic segmentation
of training data, allowing methods for action recognition to
be retrained after a person interacts with the system. The
framing also allows for a level of robustness and recovery: in
the case that an action is incorrectly recognized, the eventual
detection of the event signaling the end of the action allows
the correct label for the action to be inferred.
Action prediction, or the prediction of the set of upcom-

ing actions (i.e. intent/plan), can be understood to be the
prediction of a set of upcoming events. This remains remark-
ably close to existing techniques, particularly those based on
PDDL-style representations of goals and states (e.g. Freed-
man and Zilberstein [1] or Jain and Argall [6]). As previously
noted, the semantic information latent in events allows for
the construction of fluents that can be directly integrated
into such approaches.
However, the event based framing also allows for the in-

troduction of problems related to timing. These problems are
of particular relevance to a robot operating in close proxim-
ity to a human, where the human’s action is contingent on
that of the robot’s. The knowledge of when a human will
finish a particular action or require a robot’s action to be
completed (e.g. for handover), allows a robot to optimize or
schedule its actions to maximize fluency (the synchronous
meshing of human and robot actions [4]). We further define
two problems related to timing:

3  E v e n t s  a s  a  u n i f i e d  m o d e l i n g  r e p r e s e n t a t i o n
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• Short-term Temporal Prediction: detect the time, t̂ej ,
at which the predicted next event, êj , will occur, given the
previously observed event, ei , the time at which it occurred
tei , and the system data λ :

t̂ej = argmax
tej

p(tej |tei , êj , ei , λ)

• Long-termTemporal Prediction: detect the set of times,
t̂ep , at which the set of predicted future events êp , will oc-
cur, given the previously observed events, e, the times at
which they occurred, te, and the system data λ:

t̂ep = argmax
tep

p(tep |te, êp , e, λ)

The first temporal prediction problem focuses on detecting
the time that the next event will occur (i.e. when the cur-
rent action will conclude). The knowledge allows a robot to
appropriately plan its short term motions, ensuring that it
concludes its own action at an appropriate time. The second
temporal prediction problem focuses on detecting the time
at which the sequence of upcoming events will occur. To
maintain fluency, the robot must have a reasonable estimate
of when a person will perform certain actions, to enable the
robust scheduling of its own.

Finally, we note the role of spatial-temporal predictions in
robot motion planning. Prior work in spatial prediction has
focused on the prediction of the human’s trajectory, x̂p , using
the observed trajectory up to that point, xq . We define the
spatial prediction problem using the event-based framing:
• Spatial Prediction: predict trajectory, x̂p , using knowl-
edge of the previous event ei , the predicted next event, êp ,
and the system data λ:

x̂p = argmax
xp

p(xp |êj , ei , λ)

The spatial prediction leverages the previously observed
event and predicted future event to only consider spatial
data of relevance to the prediction. This helps to ensure com-
putational tractability in both the robot’s planning and in the
generation of a dense spatial-temporal prediction. Maintain-
ing a multimodal hypothesis space can be accomplished with
a distribution over the prediction activities, while predicting
beyond the horizon of the predicted future event could be ac-
complished using short-termmotion propagation techniques
at the boundary between events.

4 CONCLUSION
We advocate for the use of event-based modeling to sup-
port incremental human profiling and the automatic labeling
and segmentation of data in structured environments. We
describe limitations in traditional approaches, provide pre-
liminary evidence of the suboptimality of general temporal

models when predicting individuals, and recast the tradi-
tional prediction problems to use events. We believe that this
can enable robot behavioral adaptation to user preferences.
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ABSTRACT
The need for personalisation of Ambient Assisted Living
(AAL) solutions is widely recognised in current research
activity, with a variety of approaches to embedding user
preferences and needs, and to modelling various aspects of
the user. However, a strong focus on lab-based development
and evaluation, as opposed to in situ deployment, has made
it easy to overlook the reality of future AAL: a future where
a variety of heterogeneous platforms, devices and robots will
need to share their experiences, within and outside the home.
Without scalability, AAL will struggle to succeed. Adaptivity
as a Service (AaaS) poses that deep individual personalisation
is better managed by a highly specialised standalone service,
rather than by individual smart home platforms and devices.

CCS CONCEPTS
• Applied computing → Health informatics; • Computer
systems organization→Distributed architectures; •Human-
centered computing→ Ambient intelligence.

KEYWORDS
Deep Personalisation, Adaptivity, Ambient Assisted Living
(AAL), Digital Twin, Human-in-the-Loop (HITL)

1 INTRODUCTION
This position paper argues that current approaches to per-
sonalisation in Ambient Assisted Living systems, in terms
of user needs and preferences, fail to consider real world
scalability implications of their solutions in the context of a
heterogeneous AAL landscape.
AAL is an umbrella label for technology and processes

implemented within home and care facilities to support the
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elderly with the intent to create a more natural environment
to sustain physical and mental health. Existing examples
rely on wearables and/or sensors embedded throughout the
environment to track movement, detect changes in the indi-
vidual’s health status (through historical data analysis), alert
carers of falls, and trigger interventions when needed. Au-
tonomous, interactive, and robotic technologies are increas-
ingly proposed as part of AAL provision, for their potential
to bring active monitoring as well as social and cognitive
support and responsive physical assistance.
Adaptivity is a term covering virtually all aspects of cus-

tomisation in an AAL context. AAL systems must adapt to
the changing habits, situations, individual preferences and
evolving needs of their users: from the way they interpret
user activities, from sensor data, to the way they provide
them with personalised social and physical interaction.

Consider that traditional approaches view personalisation
and customisation as things that have to be baked in and
custom-engineered (often as an afterthought) for any given
AAL system, the following position statement is presented:
personalisation in Ambient Assisted Living (AAL) should be
delivered primarily by a dedicated personalisation service that
uses a Digital Twin (DT) to model the user throughout their
life, consolidating user data to enable immediate adaption of
compatible systems to a user’s wants and needs.

To accomplish this, AaaS sandboxes adaptivity into its own
research domain in which personalisation is the number one
priority.

2 CURRENT APPROACHES IN AAL
A variety of bespoke approaches to personalisation and user
modelling exist, in the domain of AAL. The concept of AaaS
draws from many ideas in previous work that, although
sound in principle, have been constrained by the larger sys-
tem within which they exist.

Personalisation
Evidence suggests that the preferred mode of interaction
between humans and robotic smart home environments is
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context-dependent [7]. Smart homes, upon which AAL so-
lutions are built, provide unique opportunities to harness
distributed perception and multimodal interaction, which
means there is no need to commit to a single mode of inter-
action when it comes to enabling personalisation.

‘Hybrid’ approaches are well established in Human Activ-
ity Recognition (e.g. [2]): hybrid models fuse knowledge- and
data-driven sources to enable adaption to individual users
and improve baseline performance and scalability. This ulti-
mately boils down to starting with initial ‘seeds’ (templates)
of what a system can recognise or do (from knowledge engi-
neering at design time), while data collection in situ enables
a semi-supervised learning process to grow capability over
time. Such approaches have improved personalisation by re-
ducing user burden in having to specify activities manually.
This is especially useful in ‘if this, then that’ approaches,
where an activity is commonly the ‘if this’.

Users themselves are best placed to evaluate their own
needs, and so a number of recent approaches propose the
use of Graphical User Interface (GUI) for both control and
interaction. Examples exist in projects such as AAL platform
‘RADIO’ [1] and in the user-driven customisable compan-
ion/care robot featured in ‘TeachMe-ShowMe’ [6]. Although
a step forward, configuration options in these approaches
are limited to those pre-programmed at design time.

Existing approaches encapsulating multi-modal personali-
sation include theGlobal Public Inclusive Infrastructure (GPII),
which seeks to enable automatic interface personalisation
on a large scale [10]. However, GPII is not geared towards
robotics, where an opportunity exists for personalisation to
be handled primarily in the planning domain.

Another facet of personalising AAL is co-design (aka par-
ticipatory design), wherein end users and key stakeholders
(e.g. primary/secondary caregivers) are heavily involved in
the design phase of an assistive product or service [3]. While
the resulting solution may itself include methods of personal-
isation, like those seen thus far, co-design effectively ‘bakes
in’ customisations for a specific group of individuals.

User Modelling
There are now two common themes in user modelling in
AAL: sets of pre-defined user models, and ontology-based
profiles. The former typically use several predefined tem-
plates of potential users (e.g. "dependent, assisted, at risk, and
active" in the approach described in [9]) to inform the sys-
tem’s behaviour. Model-based approaches struggle to fully
represent elderly individuals, who have a wide range of care
needs. The latter, ontology-based, offer greater flexibility
and extensibility. They may, for example, capture personal,
health, and preference data, such as in [8]. A downside of
this approach is that to utilise the ontology, third party de-
velopers require intricate knowledge of its structure.

In the ‘GrowMeUp’ project, a profiling mechanism is in-
cluded to capitalise on the use of multiple ‘GrowMu’ social
robots. Using a pre-defined profile schema, robots gathered
and collated data to expand profile information [4]. User
routines were also detected in a similar fashion [5]. This is,
in effect, a hybrid method insofar as it starts with an initial
minimal defined profile and fleshes it out with learned data.

3 RESEARCH GAPS
A significant research gap exists relating to evaluating the
value of a highly specialised personalisation and adaptivity
service that can operate with a range of smart home plat-
forms, devices, and robots. This service will need to provide
a high degree of personalisation in the face of heterogeneity.
One such characteristic to consider is the range of inter-

action modalities on offer in AAL, which should leveraged
for personalisation. Personalisation will need to account not
only for user preferences within interactions, but also pref-
erences regarding the mode of interaction itself.
It is unreasonable to expect a user to contend with vari-

ous personalisation processes from different platforms and
services at the same time, and so personalisation for the
user should ultimately become a ‘create once, publish ev-
erywhere’ experience. Decoupling personalisation from indi-
vidual platforms and devices will require the establishment
of a high-level formalism for personalisation and adaptiv-
ity, effectively a common language to allow one-to-many
translations of service functionality.
A novel approach seeking to fulfil this role should cater

for a range of essential adaptions and incorporate the user
model, in order to maximise knowledge reuse.

A Role for AaaS
In light of the given research gaps, consider some example
scenarios to demonstrate the role that could be filled by
AaaS. First, some background information: Jack is 72 and
completely deaf in his left ear due to an industrial accident
earlier in life, with age related hearing loss in his other ear.
He also has generally poor mobility and struggles to walk
unaided. Jack’s smart home is comprised of low-cost off-the-
shelf (OTS) equipment that is not specialised for his needs.

(1) Scenario: Jack begins standing to head for the bath-
room. The AAL system has no plan for this scenario.
Adaption: based on Jack’s profile information, AaaS
has automatically selected an assistive policy for this
scenario. Having learned Jack’s routine, a robot is al-
ready nearby to guide Jack to the bathroom. AaaS has
learned that Jack does not like robots to step into the
bathroom. It steps aside at the bathroom door, waiting
to help him return to his chair.
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(2) Scenario: Jack is sitting in his chair when someone
rings his doorbell. The smart home recognises the vis-
itor as his friend Victor and plans to dispatch a mobile
robot with the intention to announce Victor’s arrival.
Adaption: AaaS knows of Jack’s disabilities and modi-
fies the original plan, so that the robot knows to: stand
on Jack’s right side, make the announcement at high
volume, and display an image of Victor on its screen.

4 ADAPTIVITY AS A SERVICE
AaaS addresses three types of long-term adaptation in AAL
systems, namely:
(1) Adapting context-awareness itself to account for pre-

dicted physical and mental decline, based on individ-
ual’s known conditions and principles of ageing.

(2) Adapting assistive functionality, including interaction
modalities, to fit an individual’s exact needs/wants.

(3) Adapting quickly to new users, based on experience.
AaaS slots into AAL platforms as a high-level interme-

diary between the local control/decision making, and sens-
ing/actuating devices. Elements are divided between the local
level, the point of service delivery, and the global level, which
provides data aggregation and centralised learning.Within
the home, AaaS can intercept communication between these
components. Most user data, including user models, exist pri-
marily in the global level, where the user is considered as one
of many in pool of individuals requiring personalised and
adapted AAL. The collocation of this data, where an individ-
ual is part of a comparable population, accelerates learning
potential and the amount of useful knowledge generated.
Consequently, the ins and outs of explicit social interactions
are not of concern to AaaS, but of the specific social and/or
robotic agents operating in the home.

Figure 1: High-level architecture of AaaS. Note the division
of labour across the local (left) and global (right) layers.

AaaS addresses the three types of adaption with a two-
pronged approach to Human-in-the-Loop operation: (1) im-
plicit consideration of the user in all decision making, and (2)
continuous learning of preferences and desired behaviours
to update locally (user) and globally (system) held beliefs.
Figure 1 shows a (simplified) conceptual architecture of AaaS.

5 A HYBRID MODEL
Hybrid models should be employed in AaaS for both user
modelling and personalisation, with their implementation
intrinsically linked. AaaS relies on a Digital Twin (DT) and a
Human-in-the-Loop (HITL) approach to, respectively, repre-
sent and modify initial templates for both aspects.

Digital Twin
Fundamental to enabling ‘deep’ personalisation in AaaS is
the Digital Twin: a model of the user generated based on
profile information gathered from the user and/or caregivers.
When a new user is created, a set of initial assistive policies
are generated and assigned to the DT, which can then be
adapted to suit.

Assistive policies are nested high-level plans that are orig-
inally created by humans and added to a global policy bank.
These plans describe: (1) assistive services that can be carried
out in a robotic AAL environment, as well as the tunable
parameters in those policies, and (2) modifications that can
be made to external plans to accommodate specific user
wants/needs, again including tunable parameters. These
plans are the product of co-design: a combination of expert
input with input from the target audience on what types of
assistance/modifications they would find useful, and which
parameters theywould want to personalise. Importantly, they
do not rely on specific hardware, but on translating plans
into commands for execution with commonly available APIs.

Over time, through an adaptivity process explained herein,
these plans are adapted and the DT becomes increasingly
attuned to the wants and needs of an individual. This has
short- and long-term forecasting implications. Short-term,
AaaS is able to assess whether actions planned by the local
AAL system (which may do little to actively adapt to the
user) will suit the user by testing hypothesis against the DT,
allowing for plan modification or suppression. Long-term, it
becomes possible to predict behaviour and health patterns
in relation to health conditions specified in the user profile.
A key benefit of AaaS therefore lies in how the DT en-

ables knowledge reuse within and across users. Since user
preferences are recorded in high-level terms, it is possible
to re-apply them in virtually any environment (e.g. when
moving home or purchasing a new robot). Similarly, when a
new user begins using AaaS, it is possible to identify existing
users with similar traits and generate initial policies based
on prior experience with those users, so that each user starts
with policies already evolved from the baseline. Transferred
knowledge between users therefore includes both types of
assistive policy, since policies modified and rules applied by
other users can be transferred verbatim, thanks to their high-
level implementation. This ultimately produces a benefit of

4  A d a p t i v i t y  a s  a  s e r v i c e
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reduced knowledge engineering as a single policy specified
at design time is evolved into many variations for later use.

Policy Personalisation
It is envisaged that assistive policies be updated usingHuman-
in-the-Loop (HITL) Reinforcement Learning (RL) approaches.
In essence, modification of policies initially assigned to a user
(at enrolment) will be feedback-driven. Globally held beliefs
about the impact of psychological traits (e.g. relating to Mild
Cognitive Impairment [MCI]) can be updated via data-driven
aggregation of real-world experiences.
Over time, policies for specific scenarios will settle on

what the user wants (note the emphasis over needs), which
raises its own challenges. This is a key differentiator between
AaaS and some prior approaches such as GPII: personalisa-
tion goes beyond meeting accessibility requirements. Once
evolved, these policies are (continuously) fed back to the
global system both to enhance the user’s Digital Twin, and
to reuse learning to benefit other users. For instance, this
feedback enables automatic policy selection for new users,
drawing from experiences with similar existing users.

6 RESEARCH QUESTIONS
Although the vision for AaaS is rather extensive, research
will initially focus on the underpinning scientific issues that
must be addressed in order for it to become feasible. A num-
ber of key research questions are as follows:

• How can personalisation and adaptivity plans be rep-
resented and encoded at a high level?

• How to create an interface for AaaS that enables third-
party devices/platforms to most easily integrate?

• How can low-level granularity in policy/scenario link-
age be achieved given the spatiotemporal aspect of
human activities and daily routines?

• How can feedback from a variety of users and sources
be merged and generalised to best reflect learning from
multiple similar users, while eliminating outliers?

• How does AaaS handle "unhealthy" feedback, where a
policy has moulded to unhealthy individual wants?

7 CONCLUSION
The fundamental principles of AaaS have been outlined here
in relation to addressing existing challenges in AAL per-
sonalisation. There is novelty in proposed HITL operation
across a distributed architecture with local instances (e.g.
individual homes) and the cloud. Within AaaS, an individual
home can benefit from and contribute to a wider network
of adaptivity specialisation. Significant future research will
focus on the best approaches to meet key goals of AaaS. Ul-
timately, the Digital Twin will serve as a rich source of data

that accompanies a user for life, which systems that deal
with personalisation independently may fail to replicate.
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